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Abstract—Deep neural networks have been widely applied in various machine learning applications for mobile data analytics in cloud. However, this approach introduces significant data challenges, because the cloud operator can perform deep inferences on the available data. Recent advances in edge computing have paved the way to more efficient and private data processing at the edge of the network for simple tasks and lightweight models, but challenges still remain in building efficient complex models (e.g., deep learning) for edge computing. To tackle these issues, we propose EdgeSanitizer, a deep inference framework based edge computing with local differential privacy for mobile data analytics. EdgeSanitizer leverages deep learning model to conduct data minimization and obfuscates the learnt features by adaptively injecting noise, thereby forming a new protection layer against sensitive inference. We evaluate its performance in terms of data privacy and utility through theoretical analysis and experimental evaluation. The theoretical analysis proves that EdgeSanitizer can provide provable privacy guarantees with a large improvement in utility. And the experimental results demonstrate the robustness of our approach against sensitive inference, as well as its applicability on resource-constrained edge devices.

Index Terms—Deep Inference, Edge Computing, Local Differential Privacy, Mobile Data Analytics.

I. INTRODUCTION

MOBILE devices such as smartphones and wearables are increasingly gaining popularity as platforms for collecting various data. The collected data is transferred to the cloud to benefit from cloud-based data analytics services such as recommendation systems, health monitoring and urban planning. However, complete data offloading to the cloud introduces unforeseeable delay and heavy communication burden [1], [2]. Therefore, sending personal data to the cloud to perform deep inference seems no longer to be an acceptable solution. A better alternative solution should take advantage of the resource capabilities of personal devices and nearby infrastructures to process data locally, which also promotes the emergence of edge computing [3]–[5]. Edge computing leverages the nearby devices/infrastructures to migrate delay-sensitive and context-aware data analytics from the cloud to the edge for mobile applications [6]–[9].
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Although data analytics at the edge have enabled context-aware Apps to provide utility for users, the same data can also be used by an adversary to make sensitive inferences, such as speaker identity [10], location tracking and detection of emotional state. Therefore, there exist fundamentally conflicting requirements between protecting privacy of the sensitive information contained in mobile data and guaranteeing utility of the same data for useful inferences. Additionally, excessive data collection from the users can lead to consequences which are unknown to the users, posing great challenges to preserving data privacy at the edge [11], [12]. Traditional solutions relying on performing complete analytics by local processing, or encryption-based methods are inflexible because of resource limitations and heavy overhead [13], [14]. Therefore, how to conduct privacy-preserving and useful inferences at the edge becomes appealing.

Recently, one predominant technique to address the problem for satisfying differential privacy (DP) [15], [16] with the local setting, called local differential privacy (LDP) [17], has been presented. LDP works by injecting random noise into the released data to achieve DP and ensure that the adversary cannot infer any particular record without relying on a trusted third party, even if the adversary possesses all the remaining records. For example, engineers from Google developed RAPPOR [18], which enables Chrom to collect users’ data such as the default search engine of the browser, to capture malicious hijacking of user settings. However, LDP may increase the magnitude of added noise while decreasing the data utility. Since useful inferences mean that we can extract desired knowledge from the collected data, we have no need to transfer all of personal data to edge devices. An alternative way of protecting mobile data is to build a lightweight, LDP-based data minimization model to minimize the amount of data while maximizing the data utility.

Applying LDP at the edge can enable applications to collect some inaccessible data with strict privacy guarantees. The increased amount of data will significantly improve the performance of some learning tasks. Therefore, to explore the inherent structural characteristics of mobile data, it is significant to combine deep learning and local differential privacy to extract a compact feature representation for useful inferences. Shokri and Shmatikov propose a differentially private deep neural network (DP-ML) by adding random noise into gradients to guarantee privacy [19]. However, the disadvantage of DP-ML is that all parameters are treated equally [19]–[21]. This approach may be infeasible in real applications, because different features and parameters nor-
mally have different impacts on the model output. Therefore, it is urgent to design a lightweight useful inference mechanism with the minimum features, to make it apply in various deep neural networks while maximizing the utility.

To this end, we present EdgeSanitizer, a deep inference framework based on edge computing with local differential privacy for mobile data analytics. EdgeSanitizer leverages deep learning model to conduct data minimization to limit the size of data. Also, EdgeSanitizer can obfuscate the learnt features extracted from the raw data by adaptively injecting noise to achieve LDP, thereby forming a new protection layer against sensitive inference. Summarily, our contributions of this paper are as follows.

(i) We propose a deep inference framework based on edge computing with local differential privacy for mobile data analytics to tune the trade-off between privacy and utility of data.

(ii) We develop a new lightweight technique to automatically extract features relevant to useful inferences by extending deep learning models for data minimization, and obfuscate the learnt features by adaptively injecting noise to achieve LDP, thereby forming a new protection layer against sensitive inference at the edge.

(iii) We theoretically prove that EdgeSanitizer can satisfy $\varepsilon$-LDP while guaranteeing the utility of mobile data. Moreover, we can further derive the error upper bounds of EdgeSanitizer.

(iv) We comprehensively evaluate the performance of EdgeSanitizer by data privacy and utility. We also demonstrate the robustness of our approach against sensitive inference, as well as its feasibility by conducting performance evaluation on a representative resource-constrained edge device (i.e., a smartphone).

The remaining of the paper is organized as follows. We introduce the preliminaries, and present the framework of EdgeSanitizer and problem statement in section III. Section IV introduces the design of EdgeSanitizer and section V performs the theoretical analysis on the privacy and utility guarantees of EdgeSanitizer. Section VI shows experimental results. Then we introduce the related works in section VII, followed by a conclusion in section VIII.

II. PRELIMINARIES

We briefly review the concept and some important properties of Local differential privacy (LDP) and deep learning in this section. The symbols frequently used in this paper are listed in Table I.

### A. Local Differential Privacy

Differential privacy (DP) [13] is a rigorous privacy framework that prevents an attacker from inferring a particular record in a statistical database [16]. DP randomizes the query results, computed over the multi-user database, to ensure that the risk to an individual record’s privacy does not increase substantially (bounded by a function of the privacy budget $\varepsilon$) as a result of participating in the database. Local differential privacy (LDP) [17] is defined under the setting where the user does not trust anyone (not even the central data collector).

#### Table I: Frequently Used Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>Privacy budget</td>
</tr>
<tr>
<td>$X, X'$</td>
<td>Input database and output database</td>
</tr>
<tr>
<td>$D_1, D_2$</td>
<td>Any two neighboring datasets</td>
</tr>
<tr>
<td>$L(\cdot), L_t(\cdot)$</td>
<td>The loss functions</td>
</tr>
<tr>
<td>$s_t, s_{t'}$</td>
<td>Vectors in datasets</td>
</tr>
<tr>
<td>$R$</td>
<td>Mobile data matrix</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Privacy budget ratio</td>
</tr>
<tr>
<td>$N, T'$</td>
<td>The number of mobile devices and timestamps</td>
</tr>
<tr>
<td>$f_1, f_{t'}$</td>
<td>Features in datasets</td>
</tr>
<tr>
<td>$Q(\cdot)$</td>
<td>The query function</td>
</tr>
<tr>
<td>$h, h'$</td>
<td>Hidden neurons</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Attribute value</td>
</tr>
<tr>
<td>$EN_\omega(\cdot)$</td>
<td>Non-linear encoding function</td>
</tr>
<tr>
<td>$F_{dee}$</td>
<td>The reconstruction error</td>
</tr>
<tr>
<td>$P$</td>
<td>The minimax filter</td>
</tr>
<tr>
<td>$\dim(\cdot), d$</td>
<td>Dimension function and the number of feature dimension</td>
</tr>
<tr>
<td>$L^{+}\gamma/\delta$</td>
<td>The cost function for useful and sensitive inferences</td>
</tr>
<tr>
<td>LPM</td>
<td>Laplace Perturbation Mechanism</td>
</tr>
<tr>
<td>$b$</td>
<td>The static bias</td>
</tr>
<tr>
<td>$\theta$</td>
<td>A fixed but possibly unknown state of training</td>
</tr>
</tbody>
</table>

LDP adopts randomized response method to provide plausible deniability for individuals responding to sensitive inference. Specifically, $\varepsilon$-LDP is defined as follows:

**Definition 1.** ($\varepsilon$-LDP) [17] A randomized algorithm $A(\cdot)$ provides $\varepsilon$-LDP if for any two databases $D_1, D_2$ and for any output set $\mathcal{O}$,

$$\max_{D_1, D_2, \mathcal{O}} P(A(D_1) = \mathcal{O}) \leq \exp(\varepsilon)$$

where $A(D_1)$ (resp. $A(D_2)$) is the output of $A(\cdot)$ on input $D_1$ (resp. $D_2$) and $\varepsilon$ is the privacy budget. Smaller value of $\varepsilon$ corresponds to a higher privacy level.

To enable perturbation mechanisms in LDP for satisfying differential privacy, we adopt sequential composability of differential privacy elaborated by McSherry in [22].

**Theorem 1.** Given $t$ random mechanisms $A_i$ ($1 \leq i \leq t$), each of which satisfies $\varepsilon_i$-differential privacy. Then, the sequence of $A_i(D)$ satisfies $\sum_{i=1}^{t} \varepsilon_i$-differential privacy,

where $A_i$ can be arbitrary functions of the input database and preceding outputs.

B. Deep Learning

Deep Learning is to learn multiple levels of representation and abstraction that help to make use of data such as text, image, and video [19]. Deep neural networks (DNN) are effective architectures for most deep learning tasks such as speech recognition and computer vision. Since the large number of layers in the DNN, each training is transmitted layer by layer from back to front. If the transfer term is less than 1, the gradient may become very small and tend to 0, namely vanishing gradients issue, so that the network can be trained with little change. To tackle this problem, The softmax activation function and log likelihood loss function are usually used in the output layer.
Fig. 1: Inference Based on Deep Neural Network

In this paper, we define a loss function \( L(\cdot) \) that denotes the penalty for mismatching the training data as follows,

\[
L(\theta) = \frac{1}{N} \sum_{i} L(\theta, x_i),
\]

where the loss \( L(\theta) \) denotes the average of the loss over the training samples \( x_1, \ldots, x_N \). The goal of training is to find \( \theta \) and yield an acceptably small loss.

In this paper, we investigate two kinds of inference based on deep neural network as shown in Fig. 1 sensitive inference and useful inference. In deep inference, a fraction of data can be used to infer sensitive data and the remaining desired data can be used for useful inference \([23]\).

III. FRAMEWORK AND PROBLEM STATEMENT

A. The Architecture of EdgeSanitizer

Suppose that we plan to utilize an edge server to infer some useful data of interest (e.g., body count, trajectory). In the same way, we should prevent the exposure of sensitive data (e.g., identity) to the adversary. Hence, the data shared with the edge server should possess two important properties: (i) inferring the useful data is possible; and (ii) deducing the sensitive data is not possible. To achieve these goals, we obfuscate the data by adaptively injecting random noise. Then, we can transfer this noisy data to the cloud for further analytics, without initial privacy concerns. Therefore, we propose EdgeSanitizer, a deep inference framework based on edge computing with LDP for mobile data analytics.

The framework of EdgeSanitizer is shown in Fig. 2. It includes three key technologies: i) data minimization based on deep learning to extract features representation for useful inference, ii) data obfuscation with LDP to obfuscate data by adaptively injecting random noise, and iii) data reconstruction to reassemble the perturbed features for data analytics. The three key technologies enable EdgeSanitizer to preserve the privacy while maximizing the utility of mobile data. To extract compact features representation of the data for useful inference, we design an autoencoder by exploring the inherent structural properties of the mobile data. However, there are still some extraction features associated with sensitive inference. Therefore, we adopt LDP to obfuscate the extracted features by injecting random noise. Finally, we reconstruct the obfuscated features for mobile data analytics. The implementation details of EdgeSanitizer is described in section [IV].

B. Problem Statement

For a mobile sensing system, consisting of \( N \) mobile devices across \( T \) timestamps, the temporal mobile data matrix \( R \in \mathbb{R}^{N \times T} \) is a real matrix where \( R(i,j) \) records the sensing data of the \( i \)-th sensor at the \( j \)-th timestamp \([24]\).

The mobile data is generated by measurements of physical value such as temperature and humidity for various mobile application. To fully explore the temporal characteristics of the data, we follow common practice \([25]\) and partition it into a series of segments according to a user-specified time window size \( N_w \). For the \( w \)-th window, we stack the corresponding columns within it to form a column vector which is denoted by \( x_i \in \mathbb{R}^{N_w \times 1} \). The temporal mobile sensor matrix can thus be reformulated as \( X = [x_1, x_2, \ldots] \), where \( X \in \mathbb{R}^{N \times N_w \times 1} \). For example, collecting different physiological data using heart rate sensor and blood pressure sensor can generate time-series for monitoring users’ health status \([26]\). However, many malicious Apps can secretly collect personal data to infer sensitive data about individual’s activities \([27]\).

To address this problem, our objective is to design tailored techniques to achieve that i) an edge server is able to collect the personal data from each mobile while satisfying LDP; and ii) from the collected data, the edge server can extract features relevant to useful inferences by extending the deep learning models for data minimization.

IV. THE DESIGN OF EDGE SANITIZER

In this section, we introduce the design details of EdgeSanitizer. EdgeSanitizer consists of three key steps: i) extracting features relevant to the useful inferences by extending the deep learning models for data minimization, and ii) obfuscating these features by adaptively injecting noise to achieve LDP guarantees, and then iii) reconstructing data from all the mobile devices by private distribution estimation. In the following, we discuss the procedures of each step in detail.

A. Data Minimization based on Deep Learning

Mobile data is composed of many high-dimensional attributes. These features are extracted by deep learning to minimize the amount of data. To decrease communication cost, the edge server should reduce the dimensionality of mobile data by applying autoencoder. Additionally, data minimization \([28]\) is to protect privacy by limiting the collection of data to the minimum extent.

The features extraction of mobile data consists of four phases:

- Feature Transformation: Assume that each feature in dataset \( X \) has a domain \( \Omega \). Each candidate feature value \( \omega \in \Omega \) is transformed into a \( k \)-bit string \( S \) by several hash functions. Only if the number of hash functions and \( k \) are selected, the transformation can leverage a bit string \( S \) to represent any feature \( \omega \in \Omega \).
• Feature Randomization: In this phase, each bit will be randomized by the minimax filter $F$ to 0 or 1 to prevent sensitive inference.

• Constructing Data Minimization Model: The data representation is to learn multi-layer transformations from the raw data to feature representations by an autoencoder. The autoencoder is to capture potential factors and discover a robust and useful feature set from raw data and encodes the input $x_t$ into feature representation $y = EN_{nc}(x_t)$, so that the output $z = D(EN_{nc}(x_t))$ is a reconstruction of extracted feature. The autoencoder aims to minimize the error $E_t$ with respect to $x_t$, $n$ and $t$.

$$\min E_t = \min \sum_{t=1}^{T/n} E_{re}(x_t, D(EN_{nc}(x_t))), \quad (3)$$

where $E_{re}(x_t, D(EN_{nc}(x_t)))$ is the reconstruction error between the input data $x_t$ and its reconstructed output $D(EN_{nc}(x_t))$.

• Incorporating Useful Inference: The objective of deep inference is to extract some features from the mobile data for useful inference. Therefore, we modify the deep inference models through incorporating the useful inferences. The mathematical formulation of the autoencoder model [29] is

$$\min \theta = \min \sum_{i=1}^{T/N} L(x_t, D_{ec}(En_{nc}(x_t)))$$

$$+ \lambda \sum_{i=1}^{T/N} KL(\rho || \hat{\rho}_i) + \delta \sum_{i=1}^{T/N} D_{L}(\rho || \hat{\rho}_i), \quad (4)$$

where the encoder function $E_{nc}(\cdot)$ maps the input data $x_t \in \mathbb{R}^{d_{xt} \times 1}$ to the hidden features $f_t \in \mathbb{R}^{d_{hn}}$ according to $f_t = E_{nc}(x_t)$, and the decoder function $D_{ec}(\cdot)$ maps the outputs of the hidden features back to the original input space according to $x_t = D_{ec}(f_t)$. $L(u,v)$ is a loss function, typically the square loss $L(u,v) = \|u - v\|^2$. $KL(\rho || \hat{\rho}_i)$ is the KL divergence between two Bernoulli random variables with mean $\rho$ and $\hat{\rho}_i$ respectively.

Then we analyze the cost function for each inference using an android smartphone as the edge server in the case study, where behavior-based authentication is considered as a useful inference and activity mode detection is deemed sensitive. Both the useful and sensitive inferences can be mathematically transformed into a classification problem, which can be addressed by machine learning techniques. For instance, by leveraging the popular ridge regression technique [30], we can learn an optimal classifier as follows.

$$C^* = \arg \min_{c} L^{U/S}_c$$

$$= \arg \min_{c} \beta \|c\| + \sum_{t=1}^{T/n} (c^T x_t - y^*_t)$$

(5)

where $L^{U/S}_c$ represents the cost function for the useful and sensitive inferences respectively. For behavior-based useful inference, we have the label $y^*_t \in \{1, -1\}$, where 1 represents the legitimate user and -1 represents the adversary. The optimal classifier $C^*$ learned can be utilized to label the new mobile sensor data for behavior-based authentication or activity mode detection.

B. Locally Differentially Private Deep Inference with Adaptive Noise

To achieve $\epsilon$-LDP, we design effective perturbation mechanisms to achieve $\epsilon$-LDP for protecting mobile data in a single-user setting. Our key insight is to exploit the structural characteristics of mobile sensor data to enhance privacy-utility tradeoffs. The Laplace Perturbation Mechanism (LPM) [15] applies noise drawn from a suitable Laplace distribution to perturb the query results. More formally, for a query function $Q(\cdot)$, LPM computes and outputs $A(D) = Q(D) + \text{Lap}(\lambda)$, where $\lambda = \Delta Q/\epsilon$ is the parameter of the Laplacian noise and $\Delta Q = \max_{D_1,D_2} \|Q(D_1) - Q(D_2)\|_1$ is the global sensitivity of $Q(\cdot)$.

When applying LDP on segmented mobile sensor data $x_t$, the neighboring databases $x_{t1}$, $x_{t2}$ may differ in all their possible tuples (i.e., all sensor recordings across all timestamps within the same window), while the neighboring databases in traditional DP frameworks only differ in one tuple. Intuitively, according to the composition theorem of DP [22], the baseline approach is to insert a Laplacian noise to each temporal mobile data point with the same parameter of $\lambda = \text{dim}(x_t) \Delta Q/\epsilon$ to achieve $\epsilon$-LDP, where $\text{dim}(x_t)$ is the dimension of each segmented mobile data $x_t$. Therefore, The approach is feasible when each extracted feature has an equal contribution to the output.
Generally, we adopt activation functions such as sigmoid, and the deep inference of a hidden neuron \( h \) can be denoted as
\[
h_{x_i}(W) = b + x_i W^T
\]
where \( W \) is the weight of \( h_{x_i} \), and \( b \) is a static bias.

Actually, the assumption is not valid. Because the relevances are different. The differentially private relevances are also different. Therefore, differential privacy deep inference by injecting the same noise into all extracted features might affect the utility of mobile data.

To address this issue, we obfuscate the extracted features with adaptive noise. For hidden units \( h_{x_i} \), we adaptively inject more noise into extracted features which are less relevant to the output. Consequently, we incorporate a privacy budget \( \varepsilon_i \) and privacy budget ratio \( \beta_i \) for each \( i \)-th extracted feature as follows
\[
\beta_i = \frac{d \times |x_i|}{\sum_{j=1}^N |x_j|} \quad \varepsilon_i = \beta_i \times \varepsilon
\]
where \( x_i \) denotes the average relevances of all the \( i \)-th input features.

We define \( \Delta h_0 = \sum_{h \in h_0} d \), and \( \beta_j \) is a part of the contribution to \( \Delta h_0 \) from the \( j \)-th extracted feature to the neuron \( h \in h_0 \). For a random training batch \( L \), each extracted feature \( f_i \) of every neuron \( h \) in the first layer \( h_0 \) is obfuscated by injecting random noise:
\[
x_i' = x_i + \frac{1}{|X|} Lap\left( \frac{\Delta h_0}{\varepsilon_j} \right)
\]
where \( x_i' \) denotes the perturbed input features. Then we build a differentially private deep inference layer \( h_0 \), which includes obfuscated neurons \( h_X(W) \):
\[
h_0(W_0) = \left\{ h_L(W) \right\}_{h \in h_0}
\]
\[
h_X(W) = \sum_{x_i \in X} \left( x_i' W^T + b' \right)
\]
where \( b' = b + \frac{1}{|X|} Lap\left( \frac{\Delta h_0}{\varepsilon} \right) \) is the obfuscated bias. The Lemma 1 derives that the bound of \( \Delta h_0 \) is \( 2 \sum_{h \in h_0} d \).

**Lemma 1.** Let \( X \) and \( X' \) be any two neighboring datasets. Supposed that \( h_0X \) and \( h_{0X'} \) is the first layer on \( X \) and \( X' \). Then, we have the inequality as follows:
\[
\Delta h_0 = \sum_{h \in h_0} \sum_{j=1}^d \left\| \sum_{x_i \in X} x_{ij} + \sum_{x_i' \in X'} x_{ij}' \right\| \leq 2 \sum_{h \in h_0} d,
\]
where \( d \) is the number of features.

**Proof.** Suppose that \( X \) and \( X' \) differ in a feature, and \( x_n \) \( (x'_n) \) is a feature in \( X \) \( (X') \). For \( \forall x_{ij}, j : x_{ij} \in [0, 1] \), we have that:
\[
\Delta h_0 = \sum_{h \in h_0} \sum_{j=1}^d \left\| \sum_{x_i \in X} x_{ij} + \sum_{x_i' \in X'} x_{ij}' \right\| = \sum_{h \in h_0} \sum_{j=1}^d \left\| x_{ij} + x_{ij}' \right\| \leq 2 \max_{x_i \in X} \sum_{h \in h_0} \sum_{j=1}^d \left\| x_{ij} \right\| \leq 2 \sum_{h \in h_0} d,
\]
which completes the proof.

LDP considers the worst-case adversary which can rigorously protect against all possible inferences computed over the data (recall Definition 1). In the absence of a user-specified set of sensitive inferences, or otherwise if the user chooses to operate under the LDP guarantees, we develop our perturbation mechanism through perturbing the features learnt from the deep learning based data minimization. Formally, to achieve \( \varepsilon \)-LDP, EdgeSanitizer inserts a Laplacian noise with parameter \( \lambda = \frac{1}{|X|} Lap\left( \frac{\Delta h_0}{\varepsilon} \right) \) to each previously learnt feature. EdgeSanitizer mechanism is summarized in Algorithm 1, which satisfies rigorous \( \varepsilon \)-LDP as will be discussed in Theorem 1.

**Algorithm 1: Deep Inference with Local Differential Privacy**

**Input:** original mobile data \( \{ x_t \}_{t=1}^{T/N_w} \); hidden layers \( H \), Privacy Budget \( \varepsilon \)

**Output:** Perturbed mobile Data \( \{ x'_t \}_{t=1}^{T/N_w} \)

1. for each \( t = 1, 2, \ldots, T/N_w \) do
2. Extract features \( f_t \) from \( x_t \) by data minimization mechanism;
3. Inject random noise into weights of the deep inference layer \( h_0 \);
4. \( \Delta h_0 \leq \sum_{h \in h_0} d \);
5. for \( j \in [1, d] \) do
6. \( \varepsilon_t = \beta_i \times \varepsilon \);
7. for \( f_t \in X, j \in [1, d] \) do
8. Obtain perturbed features:
9. \( x_t' = x_t + \frac{1}{|X|} Lap\left( \frac{\Delta h_0}{\varepsilon} \right) \);
10. Reconstruct perturbed mobile data \( X'_t = \Phi \left( x'_t \right) \);
11. Return \( \{ X'_t \}_{t=1}^{T/N_w} \).

Our mechanism is different from the baseline approach because we add Laplacian noise after the application of the deep learning based data minimization, while the baseline approach directly adds Laplacian noise to the raw mobile data without the deep learning mechanism. After perturbing these features, we reconstruct the perturbed mobile data according to the decoder function \( D_{ec}(-) \) in autoencoder. Note that our privacy objective is also different from that in [19, 20], since they aim to protect each user’s training data in the deep
learning training stage under the multi-user settings while in contrast we aim to protect the privacy of mobile data stream in single-user settings.

C. Private Distribution Estimation

To achieve LDP distribution estimation, EdgeSanitizer consist of two step: i) extracting features with modified autoencoder and ii) injecting random noise \cite{LDP}. Consequently, edge server can estimate the distribution from different mobile devices by deep learning.

At the edge server, we adopt modified autoencoder to extract feature from different mobile devices and estimate the distribution. All extracted features will be transformed into bitwise. The privacy can be guaranteed by the edge server with LDP by adaptively injecting random noise. The label count for a dataset is denoted by $W_{ij}(x_t) = \{i : i \in [m], f_t(x_t) = j\}$. Considering the modified autoencoder as the feature vector, the edge servers can estimate the distribution of single feature by deep inference. If we adopt the largest label, the converged result may rely on the crowdsourced data from different devices.

In this way, if features are mutual-independent, we can infer that the combinations of features from different mobile devices are also mutual-independent. Therefore, when autoencoder of each feature are mutual-independent, the output of autoencoders of different features is mutual-independent as well.

V. THEORETICAL ANALYSIS

In the section, we perform the theoretical analysis in terms of the privacy and utility guarantees of EdgeSanitizer.

A. Privacy Guarantee

According to the following theorem, we can prove that our perturbation mechanisms summarized in Algorithms 1 satisfy $\varepsilon$-LDP.

**Theorem 2.** Algorithm 1 satisfies $\varepsilon$-LDP.

**Proof.** Assuming that each $h \in h'_{0X}$, $h$ can be expressed as

$$h'_{0X}(W) = \sum_{j=1}^{d} \left[ \sum_{x_t \in X} \left( x_t + \frac{1}{|X|} \text{Lap} \left( \frac{\Delta h_0}{\varepsilon_j} \right) \right) W^T \right] + \sum_{x_t \in X} \left( b + \frac{1}{|X|} \text{Lap} \left( \frac{\Delta h_0}{\varepsilon} \right) \right)$$

Suppose the static bias $b = 1$ as the 0-th extracted feature and its relevant weight $W_b$, i.e., $x_{i0} = b = 1$ and $W = W_b \cup W$. Then, we have

$$h'_{X}(W) = \sum_{j=1}^{d} \left[ \sum_{x_t \in X} \left( x_t + \frac{1}{|X|} \text{Lap} \left( \frac{\Delta h_0}{\varepsilon_j} \right) \right) W^T \right] + \left[ \sum_{x_t \in X} \left( \frac{\Delta h_0}{\varepsilon_j} \right) W^T \right] + \sum_{j=0}^{d} \phi_j^h W^T,$$

where $\phi_j^h = \sum_{x_t \in X} x_t + \frac{\Delta h_0}{\varepsilon_j}.$

Consequently, $\phi_j^h$ is the obfuscation of extracted feature $x_t$ with the $j$-th weight $W_j \in W$ of the hidden neuron $h$ on $X$.

We have

$$P_{\triangle h_0} \left( h'_{0X}(W_0) \right) = \prod_{h \in h_0} \prod_{j=0}^{d} \exp \left( \frac{\varepsilon_j \sum_{x_t \in X} x_tj - \phi_j^h}{\Delta h_0} \right).$$

$\Delta h_0$ is set to $2 \sum_{h \in h_0} d$, and $h'_{X}(W_0)$ is the output. Let $X$ and $X'$ be any two neighboring batches. Given parameter $W_0$, we have

$$P_{\triangle h_0} \left( h'_{0X}(W_0) \right) = \prod_{h \in h_0} \prod_{j=0}^{d} \exp \left( \frac{\varepsilon_j \sum_{x_t \in X} x_tj - \phi_j^h}{\Delta h_0} \right)$$

$$= \prod_{h \in h_0} \prod_{j=0}^{d} \exp \left( \frac{\varepsilon_j \sum_{x_t \in X'} x_tj - \phi_j^h}{\Delta h_0} \right)$$

$$\leq \prod_{h \in h_0} \prod_{j=0}^{d} \exp \left( \frac{\varepsilon_j \sum_{x_t \in X} x_tj - \phi_j^h}{\Delta h_0} \right)$$

$$\leq \prod_{h \in h_0} \prod_{j=0}^{d} \exp \left( \frac{2\varepsilon_j}{\Delta h_0} \right)$$

$$\leq \prod_{h \in h_0} \prod_{j=0}^{d} \exp \left( \frac{2\varepsilon_j}{\Delta h_0} \right)$$

$$\leq \exp \left( \frac{2\varepsilon_j}{\Delta h_0} \right)$$

Therefore, Algorithm 1 satisfies $\varepsilon$-LDP. \qed

B. Utility Guarantee

For a perturbation algorithm $A$, let us denote $Error(A) = E_A(||A(D) - D||_1)$ as the expected error in the release of data $D$, where $E_A[\cdot]$ is the expectation taken over the randomness of $A$. We quantify the utility advantage of EdgeSanitizer over the baseline approach in Theorem 3.

**Theorem 3.** For EdgeSanitizer (corresponding to Algorithm 1), the expected error $E(A)$ is lower than that of the baseline approach by a factor of $\frac{\text{dim}(x_t)}{\text{dim}(f_i)}$, where $f_i$ is the feature set extracted from the segmented mobile data $x_t$ by using our deep inference based data minimization approach.
Proof. First, we derive the variance of a randomized algorithm $A(\cdot)$ for our EdgeSanitizer as
\[
\text{Var}((A(x_t))) = \sum_{i=1}^{\text{dim}(f_t)} \frac{\text{Var}(f_t)}{\text{dim}(x_t)^2} \leq \frac{\text{dim}(f_t)^2(\Delta f_t(i))^2}{\text{dim}(x_t)^2} \leq \frac{\text{dim}(f_t)^2(\Delta Q)^2}{\text{dim}(x_t)^2} \leq \frac{\text{dim}(f_t)^2(\Delta Q)^2}{\text{dim}(x_t)^2 \varepsilon^2}.
\]
Then, we compute the expected error as
\[
E[|A(x_t) - x_t|] \leq E[|A(x_t) - E(A(x_t))|] + E[|A(x_t) - x_t|]
= E_{re}(A((x_t))) + \sqrt{E[|A(x_t) - x_t|^2]}
= E_{re}(A((x_t))) + \sqrt{\text{Var}(A(x_t))}.
\]
Note that our deep inference based data minimization mechanism would result in a negligible reconstruction error, which makes it fairly applicable in many practical scenarios. It is likely that the reconstruction error $E_{re}(A(x_t))$ is much lower than the perturbation error caused by adding noise. Therefore, we approximate the utility performance of EdgeSanitizer as $E(A) \approx \frac{\text{dim}(f_t) \Delta Q}{\text{dim}(x_t)}$. Similarly, we evaluate the expected error for the baseline approach as $E[|LPM(x_t) - x_t|] = E[|Lap(\Delta Q/\varepsilon)|] = \Delta Q/\varepsilon$. Comparing the utility performance for both methods, we can easily find that EdgeSanitizer can reduce the expected error of the baseline approach with a factor of $\frac{\text{dim}(x_t)}{\text{dim}(f_t)}$. \qed

Therefore, according to Lemma \[\triangle h_0\] is dependent of $d$, and $\Delta L$ is only dependent of the number of neurons in the output layer and the last hidden layer. However, $\Delta h_0$ and $\Delta L$ are independent of the number of iteration. Moreover, the average error incurred by EdgeSanitizer is bounded by $T \times \frac{e^2 + 2e - 1}{e(1 + e)^2}$ (the proof refers to Theorem \[\triangle h_0\]).

**Theorem 4.** Given two polynomial functions $L_X(\theta)$ and $\hat{L}_X(\theta)$, the average error of the approximation is always bounded as follows
\[
|L_X(\hat{\theta}) - L_X(\theta)| \leq T \times \frac{e^2 + 2e - 1}{e(1 + e)^2},
\]
where $\hat{\theta} = \argmin_{\theta} L_X(\theta)$ and $\hat{\theta} = \argmin_{\theta} \hat{L}_X(\theta)$.

**Proof.** Suppose that
\[
\hat{\theta} = \arg\min_{\theta} L_X(\theta),
\hat{\theta} = \arg\min_{\theta} \hat{L}_X(\theta),
\alpha = \max_{\theta} L_X(\theta) - \hat{L}_X(\theta),
\beta = \min_{\theta} L_X(\theta) - \hat{L}_X(\theta).
\]
We have $\alpha \geq L_X(\hat{\theta}) - \hat{L}_X(\hat{\theta})$ and $\beta \leq L_X(\theta^*) - \hat{L}_X(\theta^*)$. Therefore, we have
\[
L_X(\hat{\theta}) - \hat{L}_X(\hat{\theta}) - L_X(\theta^*) + \hat{L}_X(\theta^*) \leq \alpha - \beta.
\]
Adding $L_X(\hat{\theta}) - L_X(\theta^*) \leq \alpha - \beta + (\hat{L}_X(\hat{\theta}) - \hat{L}_X(\theta^*))$.

In addition, $\hat{L}_X(\theta) - L_X(\theta^*) \leq 0$, so $L_X(\hat{\theta}) - L_X(\theta^*) \leq \alpha - \beta$. If $\alpha \geq 0$ and $\beta \leq 0$, then we have
\[
|L_X(\hat{\theta}) - L_X(\theta^*)| \leq \alpha - \beta.
\]
The inequality shows that the error incurred by truncating the Taylor series approximate function depends on the maximum and minimum values of $L_X(\theta) - \hat{L}_X(\theta)$. To quantify the magnitude of the error, we first rewrite $L_X(\theta) - \hat{L}_X(\theta)$ as
\[
L_X(\theta) - \hat{L}_X(\theta) = \sum_{x=1}^{T} \left[ L_X(W_x(k)) - \hat{L}_X(W_x(k)) \right]
\]
Let $\omega_x \in [\omega_{q_x} - 1, \omega_{q_x} + 1]$. According to the well-known result in \[\triangle h_0\], $\frac{1}{e} \left( L_X(W_x(k)) - \hat{L}_X(W_x(k)) \right)$ must be in the interval
\[
\left[ \sum_{q \in \text{min}_x f_{q_x}^3(\omega_x(\omega_x - \omega_{q_x})) \frac{3}{6} \omega_{q_x} \right] \leq \left[ \sum_{q \in \text{max}_x f_{q_x}^3(\omega_x(\omega_x - \omega_{q_x})) \frac{3}{6} \omega_{q_x} \right] \leq 0,
\]
and
\[
\left[ \sum_{q \in \text{max}_x f_{q_x}^3(\omega_x(\omega_x - \omega_{q_x})) \frac{3}{6} \omega_{q_x} \right] \geq 0, \text{ then we have that:}
\]
\[
\left[ \sum_{q \in \text{max}_x f_{q_x}^3(\omega_x(\omega_x - \omega_{q_x})) \frac{3}{6} \omega_{q_x} \right] \leq \sum_{x=1}^{T} \left[ \sum_{q \in \text{max}_x f_{q_x}^3(\omega_x(\omega_x - \omega_{q_x})) \frac{3}{6} \omega_{q_x} \right] \leq 0,
\]
This analysis applies to the case of the cross-entropy error-based loss function as follows. First, for the functions
\[
f_{1x}^3(\omega_{1x}) = \frac{2y_{ix} e^{\omega_{1x}}}{(1 + e^{\omega_{1x}})^3},
\]
\[
f_{2x}^3(\omega_{2x}) = \frac{(1 - y_{ix}) e^{-\omega_{2x}}}{(1 + e^{\omega_{2x}})^3}.
\]
We have
\[
\arg\min_{\omega_{1x}} f_{1x}^3(\omega_{1x}) = \frac{-2e}{(1 + e)^3} < 0,
\]
\[
\arg\max_{\omega_{1x}} f_{1x}^3(\omega_{1x}) = \frac{-2e}{(1 + e)^3} > 0,
\]
\[
\arg\min_{\omega_{2x}} f_{2x}^3(\omega_{2x}) = \frac{1 - e}{e(1 + e)^3} < 0,
\]
\[
\arg\max_{\omega_{2x}} f_{2x}^3(\omega_{2x}) = \frac{e(e - 1)}{(1 + e)^3} > 0.
\]
Thus, the average error of the approximation is at most
\[
|L_X(\hat{\theta}) - L_X(\theta)| \leq T \times \left[ \left( \frac{2e}{(1 + e)^3} - \frac{-2e}{(1 + e)^3} \right) + \left( \frac{e(e - 1)}{(1 + e)^3} - \frac{1 - e}{e(1 + e)^3} \right) \right]
= T \times \frac{e^2 + 2e - 1}{e(1 + e)^2}.
\]
which completes the proof. \qed

**VI. EXPERIMENT AND EVALUATION**

In this section, we experimentally demonstrate the effectiveness of EdgeSanitizer using multiple real-world datasets and Apps. In addition, we implement the proposed framework on mobile phone and compare its performances to other solutions.
A. Dataset and Configuration

To evaluate the performance of EdgeSanitizer, we consider a scenario where smartphone users want to train a motion-based activity classifier without revealing their data to others. We use the WISDM Human Activity Recognition dataset [33], which is a set of accelerometer data on an Android phone by 35 subjects performing 6 activities. Various time domain variables are extracted from the signal, and we consider the statistical measures obtained for every 10 seconds of accelerometer samples in [33] as \( d = 43 \) dimensional features in our models. Our final sample contains 5,418 accelerometer traces from 35 users, with 150.50 traces per user in average and a standard deviation of 44.73.

To obtain the ground-truth information for performance evaluation, some data is labeled for both the useful and sensitive inferences. The labeled training data is grouped to two different categories: mode-detection data and identity-recognition data. Users perform tasks such as walking, enunciating digits or specific alphabets, and the corresponding data segments are then labeled for the tasks. The mode-detection data corresponds to labeled user activities (e.g., accelerometer data segments are marked with labels such as walking), and speech-to-text translation labels (where audio segments are labeled with the corresponding spoken digit or alphabet). The identity-recognition data is used for authentication and speaker identity recognition experiments. The labeled data is generated by associating the identity of a user as label to a mobile device.

B. Evaluation Methodology

To evaluate the privacy of EdgeSanitizer, we provide provable privacy guarantees for temporal mobile data, which is segmented according to the parameter of time window size \( N_w = 10 \). For the deep learning based data minimization step, we use 10-fold cross validation to generate 90\% of dataset as the training data and the remaining 10\% as testing data. All the experiments are repeated for 1000 iterations, and the averaged results are reported. In our experiments, we used stacked autoencoders with two hidden layers comprising of 15 and 7 units respectively. We will show that an autoencoder with only two-hidden layers is able to extract better features than the state-of-the-art techniques. The reduced number of layers in the autoencoder allowed us to train the model using a small amount of labeled data from the user (note that we are protecting the sensitive inferences for a single user). We implement the case about the tradeoff between authentication and activity recognition on our real-world dataset using the system parameters discussed above.

C. Evaluation for Deep Inference Based on Data Minimization

To evaluate the performance of EdgeSanitizer by privacy and utility guarantees, we conduct the deep inference based on data minimization model, where the useful inference is the behavior-based authentication. We further compare it with the existing feature extraction mechanisms: discrete Fourier transform (DFT) [34], discrete cosine transform (DCT) [35] and blind compressive sensing (BCS) [36].

Fig. 3 shows the utility-preserving under different feature extraction methods. Note that we use three-dimensional accelerometer measurement for behavior-based authentication and set the window size as \( N_w = 10 \), therefore the dimension of each segmented mobile data is \( 3 \times 10 \). we have observe from Fig.3 that: i) more features would help to improve the utility of data as the more features would be more accurate to represent the raw data. ii) EdgeSanitizer can achieve higher accuracy than several existing approaches with great improvement. 7 features are enough for EdgeSanitizer to provide utility with 87.27\% accuracy, while the accuracy with all the 30 features is 90.45\%. iii) Our proposed feature extraction approach greatly benefits from autoencoders which incorporate the minmax filters into deep inference models.

To demonstrate the effectiveness of EdgeSanitizer with LDP combining both feature extraction and perturbation, we again consider the behavior-based authentication as useful inference and the activity mode detection as sensitive inference. We compare the baseline method [37] and DP-ML [19] with our mechanism (i.e., Algorithm 1), since they achieve the same level of privacy guarantees for preventing all possible sensitive inferences.

D. Evaluation for Deep Inference with LDP

To show the scalability of EdgeSanitizer on numerous mobile devices, we briefly present an evaluation of EdgeSanitizer at edge servers by generating random networks with different sizes and densities.

For each generated random topology, we reported result that is the average of 100 executions. From the experimental result (as shown in Fig. 4), we can observe that EdgeSanitizer execution needs no more than 17s at edge servers, and a consensus can be achieved with different privacy budgets even in large networks with hundreds of mobile devices in less time.

Fig. 4 shows the utility performance computed over the obfuscated mobile data generated by EdgeSanitizer. We can make the following important observations using Fig. 5 i)
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Fig. 4: Runtime Varying $N$ and $\epsilon$.

Fig. 5: The Utility of Deep Inference with LDP

The accuracy using EdgeSanitizer is close to the noise-free level. This observation further validates the effectiveness of our mechanisms. Note that the neighboring databases in LDP may differ in all their possible tuples (instead of differing in only one tuple as in DP). Thus, a proper privacy budget in LDP for balancing utility and privacy is usually higher than that of DP.

The false rejection rate (FRR) in Fig. 6(a) is the probability of desired features being misclassified as sensitive features, and the false acceptance rate (FAR) in Fig. 6(b) is the probability of sensitive features being misclassified as non-sensitive or desired features. In Fig. 6(a) and Fig. 6(b) we can observe that EdgeSanitizer under both usage modes achieve significantly smaller FRR and FAR compared to the baseline approach.

VII. RELATED WORK

Previous privacy-preserving machine learning solutions adopt traditional perturbation mechanisms (e.g., randomized noise addition [38] and $k$-anonymity [39], [40]) against sensitive information inference. Some recent works are focusing on developing deep learning mechanisms with differential privacy to provide improved privacy guarantee while inferring useful information [19], [20], [41]. Thus, we review the related works about privacy-preserving deep learning from the following perspectives.

A. Privacy-preserving Machine Learning

Some prior works investigated the problem of privacy-preserving in machine learning from different angles. Some researchers try to eliminate the irrelevant data to increase the amount of uncertainty, while others try to protect data by cryptographic mechanisms. Additionally, some researchers focus on releasing datasets for some learning tasks [38], [42]. They usually concern about releasing a dataset includes high relevance features for learning tasks while not revealing individuals’ privacy. Solutions such as $k$-anonymity [39], [40] and randomized noise addition [38] have been proposed. However, these solutions are only suitable for low-dimensional data.

Additionally, distributed machine learning for privacy-preserving data inference and analytics is also a hot research topic. Several solutions [43]–[46] have been proposed for distributed privacy-preserving learning, where information is learnt from data owned by different features without disclosing the sensitive data. A different approach is proposed by Ham et al. [44] and Papernot et al. [45], where privacy-preserving models are learned locally from disjoint datasets, and then combined on a privacy-preserving fashion. Liu et al. [46] design a collaborative deep learning mechanism with LDP for mobile application. The learn deep learning model is trained by multiple distributed data only by sharing partial parameters and keeping data in local to preserve privacy.

B. Deep Learning with Differential Privacy

Differential privacy [15] is an emerging method to release a dataset while keeping each individual record of the database private by injecting noise during the training. Thus, several differential privacy based deep learning solutions have been proposed recently to guarantee the confidentiality of personal data while inferring useful information [19], [20], [41]. Recently, Shokri et al. propose concern of privacy for deep
learning [20], and Abadi et al. present differential private stochastic gradient descent for deep learning (DP-ML) [19]. Shokri and Shmatikov adopt multiple parties collaboratively to learn a neural-network model for a specific tasks by sharing their learning parameters and not sharing their input datasets. Phan et al. [41] achieve $\varepsilon$-differential privacy by adding noise into objective functions of the deep autoencoders at every training step. In our scenario, user’s data may not exist in training data and we focus on inference phase of a learning model.

Different from these solutions, our work focuses on design a new protection layer at the edge against sensitive inference. Moreover, we develop a novel technology to learn a deep inference by extraction of useful features from input mobile data, and obfuscate the learnt features by adaptively injecting random noise in terms of the contribution of each to the output.

**VIII. Conclusion**

Privacy preserving in mobile data analysis is a very challenging task, especially when the mobile data is gathered from different mobile devices. Privacy violation arises when personal data is used for sensitive inference by an adversary. In order to protect the data privacy against sensitive inference, in this paper, we have presented EdgeSanitizer, a deep inference framework based on edge computing with local differential privacy for mobile data analytics. EdgeSanitizer adopts deep learning based data minimization model to distill the undesired sensitive information from mobile data. Then we have evaluated the performance of EdgeSanitizer by data privacy and utility using real-world Apps and datasets. The experimental results demonstrate that EdgeSanitizer can achieve high accuracy on the primary tasks, while heavily mitigating any sensitive inference potential for other tasks. Also by implementing the framework on a mobile phone, we show that EdgeSanitizer can greatly decrease the runtime for a specific task on the edge server, and provide provable privacy guarantees with a large improvement in utility.

The future work is to extend EdgeSanitizer by designing a framework for Learning as a Service (LAAS), where the users could share their data to train a new learning model with LDP. Another potential extension to our framework can
support other kinds of deep learning models such as deep reinforcement learning and also other applications for speech or video processing.
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